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Human actions are often tightly coupled with their context that
can play an important role in their modeling and understating. How-
ever, adverse lighting conditions and clutter can easily disrupt the vi-
sual context during night, especially in outdoor environments. This sit-
uation makes it difficult for any autonomous system to detect or clas-
sify actions. Various works have proposed contextual enhancement of
available imagery to improve performance. However, no study articu-
lates the most suitable type of contextual enhancement. In this study,
we try to evaluate the role of information fusion in enhancing the vi-
sual context. We are interested in knowing whether fusion can enhance
the performance of the autonomous system or it is just visually appeal-
ing. Our evaluation framework is based on transfer learning using deep
convolutional neural networks. Experimental results show that contex-
tual enhancement based on 1) the fused contextual information and 2)
its colorization significantly enhances the performance of automated

action recognition.
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[. INTRODUCTION

Human action recognition is a challenging computer
vision problem. Different challenging scenarios are con-
sidered in the literature like action by large groups [1],
group actions [2], recognizing actions in crowd [3], ac-
tions inside movies [4], single- and two-person action
recognition [5], action recognition from the side of a
video [6], actions across different viewpoints [7]-[9], and
occluded actions [10]. However, these approaches as-
sume that the action dataset is captured at daytime un-
der clear context and reasonable lighting conditions.
Their performance will decline if available data are ad-
versely affected by diverse lighting conditions and clut-
tered context. Fig. 1 illustrates two such scenarios of ad-
verse lighting conditions at night. Targets (actors) are
visible with dim and hazy context in infrared (IR) im-
agery. In contrast, background context is clear with hid-
den or vague targets in visible (VIS) imagery. In this pa-
per, we want to explore if context is enhanced, how it
contributes to the automated recognition through ma-
chine vision.

Visual context is valuable a priori knowledge in
terms of modeling action instances. Therefore, con-
textual action recognition is addressed by various re-
searchers. The context of scenes is utilized for recogniz-
ing events by Li and Fei-Fei [11]; however, it uses only
the static images. Contextual action recognition is pre-
sented by Marszalek et al. [12], which is based on the
bag-of-features framework. It considered the annotated
actions in movies and with script mining for visual learn-
ing. A similar technique [13] extracts the overall object-
based context by detectors and their descriptors with su-
pervised learning. Modeling of scene and object context
is designed by Jiang et al. [14] for the Hollywood?2 action
dataset. These approaches aim at action recognition in
high-resolution videos. Hierarchical attention and con-
text modeling for group activity recognition is consid-
ered in recent works [15], [16]. However, achieving the
same objectives in night-time imagery is cumbersome
due to clutter and low-lighting conditions.

Human action activity recognition in a single spec-
trum is discussed in [17] and [18], which perform recogni-
tion in IR spectrum. However, these approaches ignore
action contexts that are poorly captured by IR sensors.
These approaches, therefore, cannot be classified as con-
textual action recognition approaches. In this paper, we
build upon the idea of [19]-[21] and further evaluate the
role of contextual information fusion in recognizing hu-
man actions.

Moreover, night-time imagery lacks color informa-
tion that provides great help to human visual percep-
tion. Due to unnatural appearance and IR imagery lim-
itations, multi-sensor systems and color information are
integrated for better contextual awareness [22]. An-
other approach to optimize these systems is to in-
troduce pseudo-color information [23], [24]. A recent
study about the perceptual evaluation [25] of such
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Fig. 1. Two different scenarios of visual context of actions captured
by two different sensors: low-light VIS and IR sensors. Each sensor
has its limitation that affects recognition performance. It means
contextual improvement can play a positive role in improvement of
detection capability of autonomous systems.

color-transformed multispectral systems concludes that
pseudo-colorization better illustrates the gist of a night
scene by improving the fixation behavior of human eye
compared to large-scale imagery.

We address the following research question: Can ac-
curacy of automated action recognition be increased by
context enhancement through information fusion and
transferring knowledge from daytime image data to
night-time data?

This paper claims the following contributions: 1) It
evaluates the role of information fusion in transfer learn-
ing of activity recognition at night-time. To the best of
our knowledge, it is the first work that evaluates such a
problem. 2) It explores how transfer learning can be bet-
ter utilized (frozen or fine-tuned) for transferring knowl-
edge from different domains.

The paper is organized as follows: Section 2 presents
the related work, Section 3 illustrates how the con-
text enhancement of multisensor videos is possible, and
Section 4 discusses the transfer learning framework and
the action filter. Experimental results are discussed in
Section 5. The conclusion and references are provided
at the end.

[I. PRIOR WORK

Human action recognition is now a well-researched
area. There are various methodologies that can be cat-
egorized on the basis of the scenario used. The per-
formances of these approaches vary in different cir-
cumstances and challenges. One of such challenges is
the action context. An action-scene context is acquired
through movie-script mining by Liu et al. [1] for realis-
tic action recognition in movies. Spatiotemporal action
context was utilized by Han et al. [13] based on space—
time features. Similarly, [26] employs convolutional neu-
ral networks (CNNs) for contextual action recognition.
However, these approaches use high-resolution action

datasets for which the extraction of spatiotemporal in-
terest points is straightforward.

Recently, deep CNNs [27] have achieved significant
success in object detection and classification. In par-
ticular, CNNs trained on the large datasets such as
ImageNet have been shown to learn general-purpose
image descriptors for a number of vision tasks. A re-
cent trend has been observed about the use of deep fea-
ture learning. Various pretrained convolutional network
(ConvNet) models are publicly available. In the same
spirit, 3D ConvNets [6],[28] were proposed for different
types of video analysis tasks, especially action recogni-
tion. Instead of using fully connected layers, activations
from convolutional layers of the network have achieved
superior results.

However, recognition of human actions in low-
quality night-time videos is not well-explored area of re-
search and very few approaches can be cited in this cat-
egory. The utility of thermal imagery is analyzed by Li
and Gong [29] for human action recognition. This ap-
proach is built upon the histogram of oriented gradients
and nearest-neighbor classification.

A similar work [30] uses gait energy images. How-
ever, it is limited to walking activity, which is easier
to recognize. IR image super-resolution is proposed for
enhancement by Du et al. [31]. Deep VIS and ther-
mal image fusion [32] was used for enhanced pedes-
trian visibility. However, such work cannot be catego-
rized as action recognition work. Fourier transform is
a great tool to analyze response of patterns of inter-
est in the frequency domain. Such matching is efficient
and faster than matching based on spatial templates. In
addition, it combines target classification and detection
(localization) simultaneously. Inspired by this this idea,a
contextual action recognition approach based on 3D fast
Fourier transform and contextual cues was proposed in
[19] and [20].

In this paper, we present robust action recognition,
which can deal with low-quality night-time video se-
quences. In case of night-time videos, we consider the
registered videos collected from low-light VIS and IR
spectra. We enhance the context through video fusion
[33]. Our action recognition approach is based on space—
time interest point detection and frequency-domain cor-
relation analysis and can detect and classify human ac-
tions in a robust manner.

[lI.  CONTEXT ENHANCEMENT OF NIGHT-TIME
VIDEOS

In this section, we discuss the motivation behind
contextual enhancement of night-time video sequences,
video fusion, and colorization for context enhancement.

A. Motivation

The aim of context enhancement is a preprocessing
step to give day-like appearance to night-time videos.
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Fig.2. Color-transfer-based video fusion method: (a) an IR video
sequence; (b) low-light VIS domain video sequence; (c) a source
color image for the purpose of color transfer; and (d) a color-fused
video generated from (a), (b), and (c). Image adapted from [22].

It involves video fusion applied on registered video
streams collected from IR and VIS spectra. Context en-
hancement helps to reveal a camouflaged target and to
assist target localization [34]. Here, we present and dis-
cuss context enhancement briefly.

B. Context Enhancement Through Video Fusion and
Colorization

The objective of employing video fusion is to gener-
ate a single enhanced video from complementary videos
that is more suitable for the purpose of human visual per-
ception, action, and context recognition. If we denote A
as IR video sequence and B as a VIS video sequence, we
intend to generate another video sequence C by fusing
visual information from A and B. Fig. 2 gives illustrations
of video fusion results.

There is extensive literature on contextual enhance-
ment of nigh-time imagery. However, we selected au-
tomatic color-transfer-based video fusion (FACE) [22]
as it enhances video context by color transfer from a
source image because it enhances context through fu-
sion and colorization simultaneously. An example sce-
nario adapted from this work can be seen in Fig. 2.

IV. MULTIDOMAIN ACTION RECOGNITION VIA
TRANSFER LEARNING

Transfer learning is a machine learning methodology
where a model developed for a task in one domain is
reused as the starting baseline for learning a more spe-
cific model on another task in the other domain. Let
us define domain and task for better understanding of
transfer learning.

Let D denote the domain; we can define it as a two-
element tuple (a finite ordered list) consisting of feature

space, X, and marginal probability, P(X ), where X is a
sample data point. Therefore, we can write the domain
mathematically as D = (X, P(X)).

A task, T, then can be defined as a two-element tuple
of the label space, Y, and objective function, O, denoted
as P(Y|X) from a probabilistic viewpoint. Thus, a task
can be defined as T = (Y, P(Y|X)) = (Y, O). We can
define transfer learning as follows.

Given a source domain Dy with source task 75, and
similarly, a target domain D; with target task 7;, trans-
fer learning has the objective to learn the target condi-
tional probability distribution P(Y7|Xr) in Dy with the
knowledge transferred from Ds and T, where Ds # Dy
and T; # T;. Usually in such scenarios, the number of la-
beled target examples is exponentially smaller than the
number of labeled source examples. We have a similar
scenario as the majority of action datasets and trained
models have daytime-captured data, while target night-
vision data are scarce. Our problem in this study, how-
ever, is not the design of effective transfer learning but
to evaluate the suitability of data for transfer learning.

We will use transfer learning to extract knowledge
from the already trained 3D CNN [2] for action recogni-
tion in one domain (daytime) and would use it to learn
actions in the other domain (night time). This pretrained
network on the UCF101 action dataset has eight convo-
lutions, five maximum pooling, and two fully connected
layers, followed by a softmax output layer.

All 3D convolution kernels are 3 x 3 x 3 with stride
1 in both spatial and temporal dimensions. After train-
ing all the network layers, we extract fc6 layer features
from the trained network and call them C3D features.
To extract these features, we follow the guidelines of
[2]- Each video is split into clips, and each of the 16
frames is passed to the C3D network to extract fc6 ac-
tivations. These fc6 activations are averaged to form a
4096-dimensional video descriptor followed by an L2
normalization. These representations are known as C3D
video features.

In transfer learning, we will train a base network and
then copy its first n layers to the first n layers of a tar-
get network. In our case, n = 4. The remaining layers of
the target network will then randomly be initialized and
trained toward the target task. Rather than freezing the
transferred layers, we train all the layers. It is inspired by
the recent work by Yosinski et al. [35].

A. Action Classification

To apply transfer learning for the action classifica-
tion task, we developed four separate networks based on
the 3D CNN model, C3D network [2]. The first network
was trained on daytime image data UCF101 [36]. Model
A is 3D CNN trained on IR video sequences (InfAR
data, and other available night IR data), Model B is 3D
CNN trained on the night-time VIS spectrum only, and
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Model C is 3D CNN trained on fused video sequences
and color-enhanced video sequences.

B. Action Detection

Action detection is more challenging compared to
simple classification as it not only classifies the action
but also provides its location. To achieve action detec-
tion, we use 3D feature-based zero-aliasing maximum-
margin correlation filter as described below.

1) Action-02MCF: 3D Feature-Based Zero-Aliasing
Maximum-Margin Correlation Filter:

The motivation of using correlation filter compared
to end-to-end classification is simultaneous localization
and detection of action instances. We train 3D correla-
tion filters on fine-tuned features described in the pre-
vious section. These filters can be synthesized by calcu-
lating Fourier transfer of fine-tuned features. Correla-
tion filters were initially developed in the seminal work
of [37], which is a way of learning a template/filter in
the frequency domain that, when correlated with a set
of training signals, gives a desired response (correlation
peak). A general correlation filter 4 can be expressed as

N

h = arg,min Z lh ® xi — gl 1)
i=1

where ® denotes the cross-correlation of the vector ver-
sions of the input signal x; and the template 4, and g; is
the vector version of the desired correlation output. If
N denotes the training feature vectors, x; denotes the ith
feature vector.

Correlation filters are generally 2D as these filters
work well on images. In our previous work [38], we have
extended correlation filters in 3D for action recognition.
Therefore, only a brief description of their optimiza-
tion criteria is presented here as the complete design of
Action-02MCF correlation filters is described in [38].

The correlation filter design problem is often consid-
ered as an optimization problem. If N denotes the train-
ing feature vectors of length M, we can write the mul-
tiobjective function of the proposed correlation filter as
follows:

h : 1 AR 7k Tk
= min NZZM_ ® h!

h i=1 k=1

M N
—gillg,kZIIhkllﬁJrCZSi) ,
k=1 i=1
M
S.t. Vi <Z -ilkl . flk) > ui;

k=1

Here, f is a feature vector, & is a frequency-domain filter,
&; is a penalty term to penalize the training samples on
the wrong side of the margin, A is a regularization param-
eter, whereas C > 0 denotes a trade-off parameter, y; is a
class label (1: positive class; —1: negative class), and u; is

the minimum peak value set to 1 for N training samples
and an M number of features.

The regularization parameter A serves as a degree of
importance that is given to misclassifications. So, intu-
itively, the larger the A grows, the fewer the wrongly clas-
sified examples are allowed (or the higher the price they
pay in the loss function). Then, when A tends to infinity,
the solution tends to the hard margin (allowing no mis-
classification). When A tends to 0 (without being 0), more
misclassifications are allowed.

C parameter controls the trade-off between achiev-
ing a low error on the training data and minimizing the
norm of the weights and it tells the optimization how
much misclassification to be avoided for each training
example. For large values of C, the optimization will
choose a smaller margin hyperplane if that hyperplane
does a better work of achieving all the training points
classified correctly. Conversely, a very small value of C
will cause the optimizer to look for a larger margin sep-
arating hyperplane, even if that hyperplane misclassifies
more points.

2) Notation: Vectors are represented by the lower-
case letters f, matrices are represented by uppercase let-
ters F,'represents variables in the frequency domain, and
t represents its transpose.

We extracted C3D features and named them Model-
0-fc. We call these models as the pretrained model and
extracted features as pretrained features. Model-A-fc
was extracted from 3D CNN trained on IR video se-
quences (InfAR data,and other available night IR data),
Model-B-fc was extracted from 3D CNN trained on the
night-time VIS spectrum only, and, finally, Model-C-fc
was extracted from 3D CNN trained on fused video se-
quences and color-enhanced video sequences.

V. EXPERIMENTAL RESULTS AND DISCUSSION

This section describes our experimental data, setup,
results, and performance comparison with discussion.

A. Action Dataset and Experimental Setup

In the absence of any benchmark night-vision (NV)
action dataset, we have recorded the NV action dataset
using two different cameras. One of them is an IR cam-
era, Raytheon Thermal IR-2000B, and the other is a low-
light VIS camera, Panasonic WV-CP470. The thermal
and visual videos are registered before the fusion pro-
cess. In addition to these videos, this dataset includes
20 video sequences collected from the TNO image fu-
sion dataset [25], Eden Project dataset [39], and Ohio
State University thermal dataset. This dataset comprises
eight action categories, including walking, wavel, wave2,
stand-up, sit-down, clapping, pick-up, and running per-
formed by different actors. It also includes videos from
the IR action dataset [40], which contains 12 common
human actions with IR video sequences. All action
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instances are displayed in Fig. 3. Sample actions include
one-hand wave (wavel), multiple-hand wave (wave2),
handclasp, jog, jump, walk, skip, hug, push, handshake,
punch, and fighting action, each containing 50 video se-
quences, with 25 fp/s and resolution of 293 x 256. These
actions are performed by 40 different actors. Each video
clip lasts about 4 s on average. Some of these videos il-
lustrate interactions between multiple actors.

B. Experiment No. 1: The Role of Information Fusion in
Terms of Error Rate

In this experiment, we intended to validate the sig-
nificance of multisensor fusion data. We created training
and validation sets with a ratio of 70:30. The base net-
work was trained on IR data only as actions are more vis-
ible in the IR than in the VIS spectrum. The second net-
work is prepared after transferring the first three layers
of the C3D network and remaining layers of the fused
dataset. Error rate is calculated for both training and val-
idation sets. The experiment is shown in Fig. 5. It shows
that in the case of fused data, the error rate is much lower
than that of single-domain data for both training and val-
idation sets.

C. Experiment No. 2: The Role of Information Fusion in
Terms of Recognition Accuracy

This experiment checks the classification accuracy.
For validation, the leave-one-out cross-validation strat-
egy is used. The results are shown in Table 1 in terms of
recognition accuracy and the layers used during trans-
fer learning. We experimented with different versions of
our recognition framework to know the impact of infor-
mation fusion on recognition performance. First, a base-
line is developed as discussed in the transfer learning
section. It is based on the daytime video action dataset,
and we used the knowledge extracted from this network
to fine-tune other networks. This network was the C3D
network pretrained on the UCF101 dataset. Second, we
fine-tuned other networks as described earlier in the
transfer learning section. In addition, to know the effect
of different layers in transfer learning, we fine-tuned dif-
ferent versions of each network to quantify the learning
transferred from the base network.

Table 1
Average Recognition Accuracy of Three Different Models Versus
Number of Layers Transferred from the Baseline Network

No. of layers Recognition
Model used transferred accuracy
Model A 3,4,5 0.96,0.91,0.87
Model B 3,4,5 0.72,0.71,0.69
Model C 3,4,5 0.98,0.93,0.87

It shows that best recognition for each model is achieved if only
three convolution layers are transferred as after this dataset specificity
started increasing.

In this experiment, Model A is 3D CNN trained on
IR video sequences (InfAR data, and other available
night IR data), Model B is 3D CNN trained on the night-
time VIS spectrum only,and Model Cis 3D CNN trained
on fused video sequences and color-enhanced video
sequences.

We calculated the average recognition accuracy for
each case against the NV dataset and the results are
displayed in Table 1. We found that network that uses
both color and context information fusion alongside
motion cues outperforms others. It demonstrated that
fused information is significantly important in the ac-
tion recognition process. Contextual information also
plays an important role, especially in actions that involve
full-body motion. Therefore, an information fusion of
motion, color, and contextual cues can enhance action
recognition performance.

D. Experiment No. 3: Filter Performance for Action
Detection and Localization

For this experiment, the training of Action-02MCF
filters is performed for each action category. During the
testing phase, a test action video is correlated with the
synthesized filter to find the correlation peak.

To measure the detection and localization perfor-
mance of the proposed filter, we utilize the probability
of detection versus false alarms per second (FA/s). A
performance metric denoted as P is utilized, which is
equal to the integration of a receiver operating charac-
teristic (ROC) curve from 0 to 5 FA/s. An ideal ROC
curve must have P = 5. To evaluate this performance,

Fig.4. Action instance detection in three NV action instances,
where the red bounding box is the actual ground truth, while the
green bounding box shows detection by 3D SDCF.
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Fig.5. The plot for the effect of transfer learning on the C3D
network. The base C3D network trained on the NV dataset shows a
high error rate in both training and validation sets compared to the

C3D transferred network that is fine-tuned on the knowledge

transferred by the fused dataset.

we applied the proposed filter to each test video and
varied the threshold of the detection to generate ROC
curves. The detection is labeled a true positive detection
if the ground truth and the center of the bounding box lie
within three frames of each other and the Euclidean dis-
tance is <8 pixels in the spatial domain to keep a >50%
bounding box overlap for each action. We then plot
the values of the performance metric P against all ac-
tions and perform a comparison with a similar approach,

m walking

= wave 1

= wave 2

m stand-up

= sit-down

® hands-up
clapping
pick-up
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Fig. 6. Top: the plot of PSR by correlating the trained
walking-Action-02MCF with a night-time video sequence. As visible
from the plot, PSRs produced by walking-Action-02MCF are
comparatively much higher than the responses by action filters for
other actions. Bottom: a representative frame from the respective
videos (both domains).

Action-DCCEF filter [19]. The corresponding filter is se-
lected due to similarity and code availability. Fig. 4 dis-
plays the sample detections with the original and esti-
mated bounding boxes.

E. Experiment No. 4: Quantitative Evaluation of Filter
Robustness

We use another quantitative metric, named peak-
to-sidelobe ratio (PSR) described in [41], which calcu-
lates the ratio of peak response to local surrounding re-
sponse. Fig. 6 plots PSRs for walking action present in
the test video sequence (sample frame displayed) using
Action-03MCEF for the walking action trained on the NV
dataset.

VI. CONCLUSION

In this paper, we explored and discussed the role
of information fusion for automated action recogni-
tion. We use deep ConvNets for action recognition
and used transfer learning to learn and transfer knowl-
edge from a pretrained action network. In addition, we
included an action-detection framework based on ro-
bust feature-based space-time action recognition called
Action-02MCF. Experiments were conducted to know
the effects of transfer learning, number of layers in trans-
fer learning, and information fusion on improving the
performance of action recognition at night time. We dis-
covered that information fusion enhances action recog-
nition performance as it improves the contextual infor-
mation of night-vision data.
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